where \( a \) and \( b \) are two multivariate observations, \( \Sigma^{-1} \) is the inverse of the variance-covariance matrix and \((a - b)'I\) is the transpose of vector \((a - b)\).

The Mahalanobis distance is designed to take into account the correlation between all variables (attributes) of the observations under consideration. For uncorrelated variables, the Mahalanobis distance reduces to the Euclidean distance for standardized data.

As an example, consider a set of points \( x \) in \( \mathbb{R}^2 \) that have the constant distance \( r \) from the origin, that is, \((0, 0)\). Then, the set of points having the property \( d^2_{\text{Mahalanobis}}(0, x) = r \) is an ellipse. The Mahalanobis distance is a positive definite quadratic form \( x'Ax \), where the matrix \( A = \Sigma^{-1} \).

Distance measures or metrics are members of a broader concept called similarity measures (or dissimilarity measures) (Theodoridis and Koutroumbas 2009) that measure likeness (or affinity) in the case of the similarity measure, or difference (or lack of affinity) in the case of dissimilarity between objects. Similarity measures can be converted to dissimilarity measures using a monotone decreasing transformation and vice versa.

The main difference between metrics and broader concepts of similarity/dissimilarity measures is that some of the properties (1)–(4) do not hold for similarity/dissimilarity measures. For example, definiteness, or the triangle inequality, usually do not hold for similarity/dissimilarity measures.

The cosine similarity and the Pearson’s product moment coefficient are two similarity measures that are not metric. The cosine similarity is the cosine of an angle between the vectors \( x \) and \( y \) from \( \mathbb{R}^n \) and is given by:

\[
s(x, y) = \frac{x'y}{|x||y|},
\]

where \( |x| \) and \( |y| \) are norms of the vectors \( x \) and \( y \). This measure is very popular in information retrieval and text-mining applications.

In statistical analysis (especially when applied to ecology, natural language processing, social sciences, etc.) there are often cases in which similarity or the distance between two items (e.g., sets, binary vectors) is based on two-way contingency tables with elements \( a, b, c, \) and \( d \), where \( a \) represents the number of elements (attribute values, variables values) present in both items, \( b \) is the number of elements present in the first but absent in the second item, \( c \) is the number of elements present in the second but absent in the first item, and \( d \) is the number of elements absent simultaneously in both items. The numbers \( a, b, c, \) and \( d \) can be defined as properties of two sets or two binary vectors.

Similarity coefficients (Theodoridis and Koutroumbas 2009) or associations measures can be defined as a combination of numbers \( a, b, c, \) and \( d \). Examples of associations measures are:

- Simple matching coefficient: \((a + d)/n,\)
- Dice coefficient: \(2a/(2a + b + c),\)
- Jaccard (or Tanimoto) coefficient: \(a/(a + b + c).\)

Although association measures, similarity measures, and correlation coefficients are not metric, they are applicable in the analysis where they are consistent with the objective of the study and where they have meaningful interpretation (Sharma 1996).

Cross References

- Cook’s Distance
- Data Mining Time Series Data
- Entropy and Cross Entropy as Diversity and Distance Measures
- Multidimensional Scaling: An Introduction
- Multivariate Outliers
- Statistical Natural Language Processing
- Statistics on Ranked Lists
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Distance sampling is a widely used methodology for estimating animal density or abundance. Its name derives from the fact that the information used for inference are the recorded distances to objects of interest, usually animals, obtained by surveying lines or points. The methods
are also particularly suited to plants or immotile objects, as the assumptions involved (see below for details) are more easily met. In the case of lines the perpendicular distances to detected animals are recorded, while in the case of points the radial distances from the point to detected animals are recorded. A key underlying concept is the detection function, usually denoted $g(y)$ (here $y$ represents either a perpendicular distance from the line or a radial distance from the point). This represents the probability of detecting an animal of interest, given that it is at a distance $y$ from the transect. This function is closely related to the probability density function (pdf) of the detected distances, $f(y)$, as

$$f(y) = \frac{g(y)\pi(y)}{\int_0^{\pi} g(y)\pi(y)dy},$$

(1)

where $\pi(y)$ is the distribution of distances available for detection and $w$ is a truncation distance, beyond which distances are not considered in the analysis. The above pdf provides the basis of a likelihood from which the distances are not considered in the analysis. The radial distances from the point to detected animals are recorded, while in the case of points the perpendiculardistance from the line or a radial distance from the point. The corresponding parameters and therefor density estimates can be obtained using a delta method approximation to combine the individual variances of the random components in the formulas above (i.e., $n$ and either $f^{(0)}$ or $h^{(0)}$; for details on obtaining each component variance, see Buckland et al. 2001). In some of the more complex scenarios, one must use resampling methods based on the non-parametric bootstrap, which are also available in the software.

Given a sufficiently large number of transects randomly allocated independently of the population of interest, estimators are asymptotically unbiased if (1) all animals on the transect are detected, i.e., $g(0) = 1$, (2) sampling is an instantaneous process (typically it is enough if animal movement is slow relative to the observer movement), and (3) distances are measured without error. See Buckland et al. (2001) for discussion of assumptions. Other assumptions, for example that all detections are independent events, are strictly required as the methods are based on maximum likelihood, but the methods are extraordinarily robust to their failure (Buckland 2006). Failure of the $g(0) = 1$ assumption leads to underestimation of density. Violation of the movement and measurement error assumption have similar consequences. Underestimation of distances and undetected responsive movement toward the observers lead to overestimation of density, and overestimation of distances and undetected movement away from the observer lead to underestimation of density.

Random movement and random measurement error usually leads to overestimation of density. Naturally the bias depends on the extent to which the assumptions are violated. Most of the current research in the field is aimed at relaxing or avoiding the need for such assumptions. As there are no free lunches in statistics, these come at the expense of more elaborate methods, additional data demands and additional assumptions.

Further details about conventional distance sampling, including dealing with clustered populations, cue counting methods and field methods aspects, can be found in Buckland et al. (2001), while advanced methods, including the use of multiple covariates in the detection function, double platform methods for when $g(0) < 1$, spatial models, automated survey design, and many other specialized topics, are covered in Buckland et al. (2004).
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The distributions of order \(k\) are infinite families of probability distributions indexed by a positive integer \(k\), which reduce to the respective classical probability distributions for \(k = 1\), and they have many applications. We presently discuss briefly the geometric, negative binomial, Poisson, logarithmic series and binomial distributions of order \(k\).

#### Geometric Distribution of Order \(k\)

Denote by \(T_k\) the number of independent Bernoulli trials with success \((S)\) and failure \((F)\) probabilities \(p\) and \(q = 1 - p\ (0 < p < 1)\), respectively, until the occurrence of the \(k\)th consecutive success. Philippou and Muwafi (1982) observed that a typical element of the event \(\{T_k = x\}\) is an arrangement

\[
a_1a_2 \ldots a_{x_1+x_2+\cdots+x_k} \frac{SS\ldots S}{k},
\]

such that \(x_1\) of the \(a_i\)’s are \(E_1 = F\), \(x_2\) of the \(a_i\)’s are \(E_2 = SF, \ldots, x_k\) of the \(a_i\)’s are \(E_k = SS\ldots SF\), and proceeded to obtain the following exact formula for the probability mass function (pmf) of \(T_k\), namely,

\[
f(x) = P(T_k = x) = p^x \sum_{x_1+x_2+\cdots+x_k = x \geq k} \left(\frac{1}{p}\right)^{x_1+x_2+\cdots+x_k},
\]

where the summation is taken over all non-negative integers \(x_1, x_2, \ldots, x_k\) satisfying the condition \(x_1 + 2x_2 + \cdots + kx_k = x - k\). Alternative simpler formulas have been derived. The following recurrence for example, due to Philippou and Makri (1985), is very efficient for computations

\[
f(x) = f(x - 1) - qp^k f(x - 1 - k), \quad x > 2k
\]

with initial conditions \(f(k) = p^k\) and \(f(x) = qp^k f(k)\) for \(k < x \leq 2k\). Furthermore, it shows that \(f(x)\) attains its maximum \(p^k\) for \(x = k\), followed by a plateau of height \(qp^k\) for \(x = k + 1, k + 2, \ldots, 2k\), and decreases monotonically to 0 for \(x > 2k + 1\).

Philippou et al. (1983) employed the transformation \(x_i = m_i (1 \leq m_i \leq k)\) and \(x = m + \sum_{i=1}^{k} (i - 1) m_i\) to show that \(\sum_{x=0}^{\infty} f(x) = 1\) (and hence \(f(x)\) is a proper pmf). They named the distribution of \(T_k\) geometric distribution of order \(k\) with parameter \(p\) and denoted it by \(G_k(p)\), since for \(k = 1\) it reduces to the classical geometric distribution with pmf \(f(x) = q^{x-1}p (x \geq 1)\). It follows from (2), by means of the above transformation and the multinomial theorem, that the probability generating function (pgf) of \(T_k\) is given by

\[
\phi_k(w) = \sum_{x=k}^{\infty} x^k f(x) = \frac{p^k w^k (1 - pw)}{1 - w + q p^k w^{k+1}}, \quad |w| \leq 1.
\]

The mean and variance of \(T_k\) readily follow from its pgf and they are given by

\[
E(T_k) = \frac{1 - p^k}{qp^k}, \quad \text{Var}(T_k) = \frac{1 - (2k + 1) p^k - p^{2k+1}}{(qp^k)^2}.
\]